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The book Handbook of Approximate Bayesian Computation, edited by Sis-
son, Fan, and Beaumont, is a valuable resource for graduate students and
researchers who work in applied Bayesian statistics. Approximate Bayesian
methods form a large class of Bayesian techniques that are centered on prob-
lems that involve data-generating processes with likelihood functions that
are at least partially intractable. Examples of these include problems in-
volving massive data sets and situations where likelihood functions can only
be defined implicitly. In the absence of the likelihood function, evaluation
of the associated posterior distribution may initially appear impossible. As
is clear by the size of this volume, this statement could not be further from
the truth. Indeed, the chapters of Handbook of Approximate Bayesian Com-
putation have opened my eyes to a new world of possibilities with Bayesian
computation in some research problems of my own.

The book is an edited volume, but don’t let that guide your predictions about
its worth. In my reading, I found that its tone and structure are more akin
to that of a comprehensive textbook and reference book than your typical,
esoteric collection of conference papers that form the basis of many edited
volumes. Immediately upon opening the book, the reader will be delighted
with the first chapter, which provides an incredibly lucid overview of ap-
proximate Bayesian computation. This chapter forms a critical foundation
for the remainder of the book, whose chapters present considerably more
detail on most of the topics mentioned in this initial overview chapter.

Please note that a comfortable read of this book will require the reader to
be well-versed in the basics of Bayesian statistics. In only the first page of
Chapter 1, the reader is reminded of Bayes theorem and how to approxi-
mate posterior distributions with such techniques as importance sampling,
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Markov chain Monte Carlo methods, the Metropolis-Hastings algorithm,
and more. Clearly, this is not a book for beginners!

But, the structure of the book is arranged such that it could serve nicely
as the basis of an advanced graduate course on approximate Bayesian com-
putation. Roughly, the first 60% of the book is formed by chapters which
present the various methods used in approximate Bayesian computation,
whereas the remaining 40% is devoted to some specific applications of these
techniques, with topics including drug resistance, genetics, climate, ecology,
and nuclear imaging. If one were to try to use this as a textbook, there is
plenty of room for individual topic selection.

However, I do not feel that the role of “textbook” is where this volume best
serves. Rather, I find that this is a book which manages to fill a valuable
niche for researchers and graduate students who need to apply approximate
Bayesian methods in their own work. This book is what I always wanted
as a graduate student: an artfully arranged (and nicely bound) collection of
tutorial papers on the basics of approximate Bayesian computation. Each
paper is di↵erent in its tone, but most include very helpful pseudocode (and
even some R scripts) to help researchers immediately get to work using (and
understanding) these methods. I applaud the editors of this book (and the
chapter authors) on managing to arrange this excellent volume. The book
should be immediately useful to researchers in a wide variety of applied fields.
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mathematical cognition and Bayesian statistics.
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